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(57) ABSTRACT 
An electronic device including a touchless user interface 
which comprises an optical sensing arrangement having a 
field of view extending in a divergent manner therefrom and 
a processing system arranged to process signals from said 
optical sensor arising from a first movement executed by a 
users hand in said field of view and detects the first move 
ment. The touchless user interface further comprises: at least 
one ultrasonic transmitter transmitting ultrasonic interroga 
tion signals; and at least one ultrasonic receiver receiving 
reflections of said ultrasonic interrogation signals from said 
users hand. The processing system is further arranged to 
process signals from said ultrasonic receiver arising from a 
second movement executed by the user's hand outside said 
field of view and detects the second movement. The process 
ing system is arranged to carry out a function of said device 
associated with one or both of said first and second move 
mentS. 
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TOUCHLESS USER INTERFACES FOR 
ELECTRONIC DEVICES 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application claims priority to GB Application 
No. 1504362.3, filed Mar. 16, 2015, which is incorporated 
herein in its entirety for all purposes. 
0002. This invention relates to touchless user interfaces 
for electronic devices such as Smartwatches, Smartphones, 
tablets, laptops, televisions, etc. 
0003 Typical touchless user interfaces that are known in 
the art often utilise either optical sensors or ultrasonic sensors 
to estimate a position or a movement made by an input object 
Such as a finger or a hand to provide input to the device. Each 
of these sensing technologies has its own respective short 
comings. Optical sensors typically provide only a narrow, 
usually conical, field of view in which an input object can be 
detected. Optical sensors with wider fields of view would 
require a protruding lens, which would not acceptable to 
consumers. While it would be possible to utilise multiple 
optical sensors to provide an effectively larger field of view, 
this would increase the bill of materials. Moreover typical 
devices of interest are spatially constrained and so do not have 
room for additional cameras. 
0004 Ultrasonic sensors which have been proposed in the 
art typically cannot track multiple points on an object of 
interest, and as such they cannot, for example, accurately 
determine the pose of a user's hand. While there been some 
previous proposals to utilise both ultrasonic and optical sen 
sors, they typically suggest an arrangement in which the 
ultrasonic sensor is used as a basic proximity sensor to wake 
up an optical sensor when an object approaches, or so as to 
use an optical sensor when the ultrasonic sensor is deemed to 
be unreliable. 
0005. When viewed from a first aspect, the present inven 
tion provides an electronic device including a touchless user 
interface comprising: 
0006 an optical sensing arrangement having a field of 
view extending in a divergent mannertherefrom along an axis 
Such that a cross-sectional area of said field of view in a plane 
normal to said axis increases with distance from said optical 
sensing arrangement along said axis; 
0007 a processing system arranged to process signals 
from said optical sensor arising from a first movement 
executed by a user's hand in said field of view, said processing 
module detecting the first movement executed by the user's 
hand; 
wherein the touchless user interface further comprises: 
0008 at least one ultrasonic transmitter transmitting ultra 
Sonic interrogation signals; and 
0009 at least one ultrasonic receiver receiving reflections 
of said ultrasonic interrogation signals from said users hand; 
said processing system further being arranged to process 
signals from said ultrasonic receiver arising from a second 
movement executed by the user's hand outside said field of 
view, said processing system: 
0010 detecting the second movement executed by the 
users hand; 
0011 carrying out a function of said device associated 
with one or both of said first and second movements. 

0012. The present invention extends to a method of deter 
mining inputs to a touchless user interface comprising: 
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0013 processing signals from an optical sensor that arise 
from a first movement executed by a users hand in a field of 
view; 
0014 detecting the first movement executed by the user's 
hand; 
0015 transmitting at least one ultrasonic interrogation sig 
nal; and 
0016 receiving at an ultrasonic receiver at least one reflec 
tion of said ultrasonic interrogation signals from said user's 
hand; 
0017 processing signals from said ultrasonic receiver 
arising from a second movement executed by the user's hand 
outside said field of view: 
0018 detecting the second movement executed by the 
users hand; and 
carrying out a function associated with one or both of said first 
and second movements. 
0019. The present invention extends to a non-transitory 
computer readable medium comprising instructions that 
when operated on a processor determine inputs to a touchless 
user interface, comprising: 
0020 processing signals from an optical sensor that arise 
from a first movement executed by a users hand in a field of 
V1ew; 
0021 detecting the first movement executed by the user's 
hand; 
0022 processing signals from an ultrasonic receiver cor 
responding to at least one reflection of ultrasonic interroga 
tion signals from said users hand arising from a second 
movement executed by the user's hand outside said field of 
view; 
0023 detecting the second movement executed by the 
users hand; and 
carrying out a function associated with one or both of said first 
and second movements. 
0024 Said field of view preferably extends in a divergent 
manner from an optical sensing arrangement along an axis 
Such that a cross-sectional area of said field of view in a plane 
normal to said axis increases with distance from said optical 
sensing arrangement along said axis. 
0025. It will be appreciated by a person skilled in the art 
that the invention may provide a touchless user interface on an 
electronic device that advantageously combines both optical 
and ultrasonic sensors with differing fields of view to provide 
a user with a larger input detection range and additional 
functionality for interaction with the device than would be 
possible with conventional arrangements. The relative ranges 
(in the direction of the axis) of the optical and ultrasonic 
sensing arrangements are not critical. Conventionally, an 
optical sensor has a longer but narrower detection region than 
that of an ultrasound sensor, but this is not necessarily always 
the case. The Applicant has appreciated the advantages that 
can be obtained by utilising the different fields of view asso 
ciated with each of the sensors to permit the detection of input 
gestures that occur in the detection region of either sensor 
system, as well as input gestures that transition between both 
fields of view. It will also be appreciated by a person skilled in 
the art that the order in which the first and second movements 
occur is not relevant, i.e. embodiments of the invention can 
detect movements that transition from the optical arrange 
ment to the ultrasonic arrangement and/or movements in the 
opposite direction. 
0026. It will be appreciated by a person skilled in the art 
that in accordance with the invention the optical sensing 
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arrangement has a divergent field of view, while the ultrasonic 
transmitter and receiver are arranged such that they can detect 
movements that occur outside the detection region of the 
optical sensing arrangement. 
0027. The optical sensing arrangement preferably allows 
for multi-point tracking and accurate hand gesture estimation 
within the field of view. In contrast, the ultrasonic arrange 
ment allows gestures to be performed at the side of a device, 
outside the field of view of the optical sensing arrangement. 
The Applicant has appreciated that the arrangement of the 
present invention advantageously provides the benefits asso 
ciated with both optical and ultrasonic sensors to the device. 
By way of a non-limiting example, this provides capabilities 
Such as scrolling through a user interface without blocking the 
user's view of a screen on Such a device. 

0028. The function associated with the first and/or second 
movement may be carried out whenever the associated move 
ment(s) is/are detected. However in a set of embodiments a 
further criterion is applied before the function is carried out. 
The further criterion could be any of a broad range of things, 
a few non-limiting examples of which include a specific ini 
tial movement, gesture, touch, Sound, or shake of the device. 
It could also include any composition of these. The criterion 
may include a specific order of events or may allow or require 
them to be simultaneous. In a set of such embodiments the 
further criterion comprises a configuration of the users hand. 
An example of this might be that the hand is clenched or flat, 
or that a specific number offingers is extended. In another set 
of such embodiments the further criterion comprises a size of 
the user's hand. In another set of such embodiments the 
further criterion comprises a handedness (left or right) of the 
users hand. These possible further criteria are not mutually 
exclusive. 

0029. In a set of embodiments gestures may begin within 
the field of view of the optical sensing arrangement but then 
move beyond this field of view during the associated move 
ment. However, in a set of such embodiments the optical 
sensing arrangement provides information to the processing 
system which is used to detect the second movement. For 
example information provided by the optical sensing arrange 
ment may be used to inform the processing system of param 
eters relating to the configuration and/or trajectory of the 
users hand in order to aid in the detection of a movement 
within the detection region of the ultrasonic transmitter(s) 
and receiver(s). In a set of embodiments, said information 
comprises a configuration of the user's hand. In a set of 
embodiments said information comprises a speed or direction 
of the users hand. In a set of embodiments said information 
comprises a size of the user's hand. In a set of embodiments 
said information comprises a handedness of the users hand 
(left hand or right hand). This allows for the last seen hand 
configuration to be used as a prior (i.e. a probability distribu 
tion that describes what state the hand is thought to be in 
without any observations made from sensor data) when anal 
ysing the ultrasound signals, which will typically improve the 
accuracy of movements detected outside the field of view by 
the processing system. 
0030. Another advantage of an exemplary arrangement in 
accordance with the invention is that if a hand gesture is 
utilised to move an image across a screen, it is possible to 
move the image further (or with higher precision) in one 
motion that transitions between the respective detection 
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ranges of the optical and ultrasonic sensing arrangements 
than would be possible using either sensing arrangement 
alone. 
0031. A specific, non-limiting example of the embodi 
ments described above would be detection of a gesture 
whereby a user holds up two fingers inside the field of view of 
the optical sensing arrangement and moves their hand to the 
side, outside said field of view, to perform an action Such as 
increasing a Volume. 
0032. In a set of embodiments only a single ultrasonic 
transceiver pair (i.e. one transmitter and one receiver) is pro 
vided. Where the ultrasonic sensing arrangement comprises 
only one transceiver pair, said arrangement may still detect if 
the distance to an object is increasing or decreasing but may 
not detect the direction of the second movement. In a set of 
embodiments, a direction of the user's hand associated with 
the first movement is assumed to be the same as a direction of 
the users hand associated with the second movement. 
0033 Similarly, a movement detected within the detection 
Zone of the ultrasonic transmitter(s) and receiver(s) can pro 
vide information to the processing system that can aid the 
processing of signals from the optical sensing arrangement. 
In a set of embodiments, said processing system alters an 
extent to which said processing system processes said signals 
from said optical sensor based on detection of said second 
movement. For example, if it is known that the user's hand is 
approaching from a certain direction, the processing system 
can focus resources on processing information related to the 
expected location of the users hand while ignoring or giving 
less consideration to received signals that relate to other loca 
tions. 
0034. When a user is performing a hand gesture to the side 
of a device, the hand gesture may be performed outside the 
optical sensing arrangements field of view but may remain 
detectable by an ultrasonic transmitter and receiver arrange 
ment. Such a gesture may be too difficult to recognise using 
ultrasound alone. In some sets of embodiments, an indication 
is provided to a user that the second movement is outside said 
field of view. The Applicant has appreciated that it is advan 
tageous to let the user know that their current input is not 
being detected adequately and provide them with the oppor 
tunity to move their hand within the field of view of the optical 
sensing arrangement. The ultrasonic transmitter and receiver 
arrangement may provide the device with an indication of a 
hand's position within a three dimensional space and thus 
allow the device to determine that the hand is not within the 
known field of view of the optical sensing arrangement. 
0035. In some sets of embodiments, the aforementioned 
indication comprises information relating to a distance 
between the user's hand and the field of view. This advanta 
geously provides the user with a physical indication of how 
far out of range their hand is from the field of view of the 
optical sensing arrangement to accurately guide the user to 
move their hand to a position within the field of view. 
0036. In a set of embodiments identifying gestures is 
accomplished by way of comparing the detected gesture to a 
predetermined library of gestures in order to find a match so 
that a particular function can be carried out. In some sets of 
embodiments, the processing system: 
0037 determines whether said one or both of the first and 
second movements corresponds to one of a predetermined 
library of gestures; 
0038 if said one or both of said first and second move 
ments corresponds to one of said predetermined library of 
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gestures, selects said one of the predetermined library of 
gestures as a matched gesture; and 
0.039 carries out a function of the device associated with 
the matched gesture. 
0040. The present invention has a wide array of potential 
applications such as in mobile devices like Smartwatches, 
Smartphones and tablets. In some sets of embodiments, the 
device is a head-mounted device. The present invention 
extends to Such ahead-mounted device that can perform hand 
tracking and gesture recognition. This allows a user, for 
example, to manipulate 3D objects in a virtual environment 
using their hands. If the user looks away from their hands, 
thus directing the optical sensing arrangement's field of view 
away from the hands, the ultrasonic transmitter and receiver 
may still be able to detect the users hands. 
0041. In some applications, accurate detection of a move 
ment may only be sufficiently achieved using an optical sens 
ing arrangement. However, ultrasound may still be utilised to 
inform a user that their attempted input is outside of the 
optical sensing arrangement's field of view. This is consid 
ered to be novel and inventive in its own right and thus when 
viewed from a further aspect, the present invention provides 
an electronic device including a touchless user interface com 
prising: 
0.042 an optical sensing arrangement having a field of 
view extending in a divergent mannertherefrom along an axis 
Such that a cross-sectional area of said field of view in a plane 
normal to said axis increases with distance from said optical 
sensing arrangement along said axis; 
0.043 a processing system arranged to process signals 
from said optical sensor arising from a movement executed 
by a user's hand in said field of view, said processing module: 

0044 detecting the movement executed by the user's 
hand; 

0045 carrying out a function of said device associated 
with the movement; 

wherein the touchless user interface further comprises: 
0046 at least one ultrasonic transmitter transmitting ultra 
Sonic interrogation signals; and 
0047 at least one ultrasonic receiver receiving reflections 
of said ultrasonic interrogation signals from said users hand 
outside said field of view: 
said processing system further being arranged to process 
signals from said ultrasonic receiver and provide a signal 
indicative of the user's hand being outside said field of view. 
0048. The present invention extends to a method of deter 
mining inputs to a touchless user interface comprising: 
0049 processing signals from an optical sensor that arise 
from a movement executed by a user's hand in a field of view: 
0050 detecting the movement executed by the user's 
hand; 
0051 carrying out a function associated with the move 
ment, 
0.052 transmitting ultrasonic interrogation signals; 
0053 receiving at an ultrasonic receiver reflections of said 
ultrasonic interrogation signals from said users hand outside 
said field of view: 
0054 processing the received reflections of said ultrasonic 
receiver and provide a signal indicative of the users hand 
being outside said field of view. 
The present invention extends to a non-transitory computer 
readable medium comprising instructions that when operated 
on a processor determine inputs to a touchless user interface, 
comprising: 
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0055 processing signals from an optical sensor that arise 
from a movement executed by a user's hand in a field of view: 
0056 detecting the movement executed by the user's 
hand; 
0057 carrying out a function associated with the move 
ment; 
0.058 processing signals from an ultrasonic receiver cor 
responding to received reflections of ultrasonic interrogation 
signals from said users hand outside said field of view; and 
0059 providing a signal indicative of the user's hand 
being outside said field of view. 
0060 Said field of view preferably extends in a divergent 
manner from an optical sensing arrangement along an axis 
Such that a cross-sectional area of said field of view in a plane 
normal to said axis increases with distance from said optical 
sensing arrangement along said axis. 
0061 The signal indicative of the users hand being out 
side said field of view may be used for internal processes 
carried out on the device. However, in some sets of embodi 
ments, an indication is provided to the user that the user's 
hand is outside the field of view. As previously outlined 
above, it is advantageous to let the user know that their current 
input is not being detected adequately and provide them with 
the opportunity to move their hand within the field of view of 
the optical sensing arrangement. 
0062. In some sets of embodiments, the indication com 
prises information relating to a distance between the user's 
hand and the field of view. As discussed previously, this 
advantageously provides an indication of how far out of range 
the users hand is from the field of view of the optical sensing 
arrangement and allows the device to guide the user to move 
their hand to a position within the field of view. 
0063. In some sets of embodiments, the device is arranged 
to use the signal indicative of the users handbeing outside the 
field of view to alteran extent to which said processing system 
processes the signals from the optical sensor. Optical sensing 
arrangements typically require a substantial amount of pro 
cessing power for data analysis. This power is wasted when 
there are no objects of interest in the vicinity of the optical 
sensor. A signal from the processor indicating that the user's 
hand is outside the field of view of the optical sensing 
arrangement can be used in order to determine the use of the 
optical sensing arrangement. If the users hand is not within 
the field of view, the optical sensing arrangement may be 
wholly or partially disabled in order to reduce processing 
power required. 
0064 Having two different sensing arrangements, regard 
less of whether they are optical, ultrasonic or otherwise, that 
have different sensitivity Zones is advantageous in its own 
right, regardless of the sensing technology involved. Capaci 
tive sensors, for example, are another technology that could 
be utilised for this purpose. Thus when viewed from a further 
aspect, the present invention provides an electronic device 
including a touchless user interface comprising: 
0065 a first sensing arrangement having a sensitivity 
Zone; 
0066 a processing system arranged to process signals 
from said first sensing arrangementarising from a movement 
executed by a user's hand in said sensitivity Zone, said pro 
cessing module: 

0067 detecting the movement executed by the user's 
hand; 

0068 carrying out a function of said device associated 
with the movement; 
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wherein the touchless user interface further comprises a sec 
ond sensing arrangement; and said processing system further 
being arranged to process signals from said second sensing 
arrangement and provide a signal indicative of the user's hand 
being outside said sensitivity Zone. 
0069 Certain embodiments of the present invention will 
now be described, by way of example only, with reference to 
the accompanying drawings, in which: 
0070 FIG. 1 shows a mobile device with both optical and 
ultrasonic sensing arrangements in accordance with an exem 
plary embodiment of the present invention; 
(0071 FIG. 2 shows another view of the mobile device of 
FIG. 1: 
0072 FIG. 3 shows another view of the mobile device of 
FIG. 1 when a users hand is within the optical sensing 
arrangements field of view: 
0073 FIG. 4 shows another view of the mobile device of 
FIG. 1 when a user's hand is within the ultrasonic sensing 
arrangements field of view: 
0074 FIG. 5 shows another view of the mobile device of 
FIG. 1 when a users hand crosses the boundary between the 
fields of view of the optical and ultrasonic sensing arrange 
ments; 
0075 FIG. 6 shows another view of the mobile device of 
FIG. 1 where a gesture made by a users hand is determined 
by the optical sensing arrangement; 
0076 FIGS. 7A, 7B and 7C show an exemplary interface 
that indicates to a user whether their hand is within the field of 
View of the optical sensing arrangement; 
0077 FIG. 8 shows an exemplary interface that indicates 
from which direction a user should move their hand to enter 
the field of view of the optical sensing arrangement; 
0078 FIGS. 9A and 9B show an exemplary interface that 
indicates from which direction and height a user's hand is 
approaching the field of view of the optical sensing arrange 
ment; and 
007.9 FIG. 10 shows a head mounted device with both 
optical and ultrasonic sensing arrangements that can track a 
users hands in 3D space in accordance with another exem 
plary embodiment of the present invention. 
0080 FIG. 1 shows a mobile device 2 with both optical 
and ultrasonic sensing arrangements and shows the relative 
field of view of the optical sensing arrangement in accordance 
with an exemplary embodiment of the present invention. The 
mobile device 2 (e.g. a Smartphone, tablet computer, laptop 
etc.) is equipped with a camera 4, an ultrasonic transmitter 6 
and an ultrasonic receiver 8. While in this mobile device 2 the 
camera 4 and the ultrasonic transceiver pair 6, 8 are mounted 
at the top and middle of the device on the side of a screen (not 
shown), it will be appreciated that a wide variety of other 
possible locations for the sensors would be suitable. The 
mobile device 2 utilises both the camera 4 and the ultrasonic 
transceiver pair 6, 8 to provide a touchless interaction Zone in 
which touchless user inputs can be detected. Further details of 
this functionality is given for example in WO 2009/115799. 
0081. The camera 4 has an optical field of view 12 in 
which the user's hand 10 may be detected optically. The 
optical field of view 12 originates at the focal point of the 
camera sensor 4 and extends at an angle from the focal point 
such that a cross sectional area of the optical field of view is 
proportional to the distance from the focal point, defining a 
divergent optical field of view 12 in the form of a cone. As 
camera sensors typically comprise a CMOS or CCD array, the 
image obtained will be a quadrilateral 2D projection of the 3D 
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space within the field of view 12, though it will be appreciated 
that other camera sensing technologies such as 3D cameras 
could be used. 
0082 FIG. 2 shows another view of the mobile device of 
FIG. 1 with both optical and ultrasonic sensing arrangements 
and shows the relative fields of view 12, 14 of the camera 4 
and the ultrasonic transceiver pair 6, 8 respectively. 
0083. As described above with reference to FIG. 1, the 
camera 4 has an optical field of view 12 that extends from the 
camera in a divergent manner. The ultrasonic transmitter 6 
and ultrasonic receiver 8 can detect reflections from a much 
wider range of angles. 
0084. The ultrasonic field of view 14 extends from the 
screen of the mobile device and defines a volume in which the 
ultrasonic transceiver pair 6, 8 can detect a users hand (not 
shown) that is proximate to the mobile device 2. The volume 
depicted in FIG. 2 is a cuboid, although this is purely an 
arbitrary boundary which may be set in the processing appli 
cation and it is possible for the volume to be any 3D shape. It 
can be seen from FIG. 2 that the ultrasonic field of view 14 is 
wider than the optical field of view 12, but does not extend as 
far from the mobile device 2. The optical field of view 12 
extends to a length 120 while the ultrasonic field of view 14 
extends to a length 140, where the length 120 of the optical 
field of view 12 is greater than the length 140 of the ultrasonic 
field of view 14. 

I0085. The optical field of view 12 extends to a width 122 
while the ultrasonic field of view 14 extends to a width 142, 
where the width 122 of the optical field of view 12 is less than 
the width 142 of the ultrasonic field of view 14. 
I0086. There is an overlap area 13 in which the optical field 
of view 12 and the ultrasonic field of view 14 overlap one 
another, where in this particular embodiment, the optical 
sensing arrangement comprising the camera 4 takes prece 
dence over the ultrasonic sensing arrangement comprising 
the ultrasonic transceiver pair 6, 8. This is illustrated in FIG. 
3, in which the users hand 10 is completely within the optical 
field of view 12, and due to the geometry of the sensors, 
within the overlap area 13. The hand 10 will be detected both 
by the camera 4, and by the ultrasonic transceiver pair 6, 8. 
However, because the camera 4 takes precedence over the 
ultrasonic transceiver pair 6, 8 as it is more accurate. 
I0087. There are a number of image processing and 
machine vision techniques known in the art perse that can be 
utilised to perform hand tracking and gesture recognition. 
One exemplary technique involves colour segmentation 
where regions in the image that resemble a skin colour are 
detected and then the pixels in these regions are clustered 
together. These clustered regions can then be analysed (using 
moments, compactness, etc.) for shape and size in order to 
identify regions comprising the typical shape and size of a 
hand. The shape of the hand may be further refined to look for 
specific features such as a particular finger pointing in a 
particular direction. These detected shapes can then be 
tracked over time to identify a particular gesture using feature 
extraction and tracking alongside object recognition. An 
example of Such a technique can be found in US 
2014O132515 A1. 
0088 Using Such image processing and machine vision 
techniques, data from the camera 4 is analysed to determine 
parameters relating to the users hand 10. These parameters 
may be quantitative parameters including position, distance, 
speed, direction of motion etc. or may be a qualitative assess 
ment determining a gesture being performed by the user, for 
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example determining how many fingers on the hand are 
extended. In this instance, the data from the ultrasonic trans 
ceiver pair 6, 8 is unused in the gesture analysis. 
0089. With reference to FIG.4, the users hand 10 is now 
completely within the ultrasonic field of view 14 but lies 
completely outside the optical field of view 12. Signals trans 
mitted by the ultrasonic transmitter 6 are reflected by the 
users hand 10 and the reflected signals are detected by the 
ultrasonic receiver 8. 
0090 These signals transmitted by the ultrasonic trans 
mitter 6 and the received ultrasonic signals detected by the 
ultrasonic receiver 8 can be analysed using time-of-flight 
(TOF) analysis to determine parameters relating to the user's 
hand 10. For example analysis of impulse response images as 
taught in WO 2009/115799 may be used, or the analysis 
described in WO 2011/036486 could be used instead. These 
parameters may be quantitative parameters including posi 
tion, distance, speed, direction of motion etc. The TOF analy 
sis may instead be able to crudely determine a gesture per 
formed by the users hand 10. Data from the ultrasonic 
transceiver pair 6, 8 is not usually accurate enough to deter 
mine fine details such as the configuration of the user's hand 
10, but may be accurate enough to determine general motions 
Such as left, right, up, down, towards the device, away from 
the device etc. 
0091. By estimating the position of the hand 10 in XYZ 
coordinates, the device 2 is thenable to quickly determine that 
the hand 10 is not within the known optical field of view 12. 
0092. With reference to FIG. 5, the user's hand 10 is now 
partially within the optical field of view 12 and partially 
within the ultrasonic field of view 14. In this instance, the 
device 2 makes use of the signals from both the camera 4 and 
the ultrasonic transceiver pair 6, 8 to determine parameters 
relating to the user's hand 10. In this particular embodiment, 
the processor on the mobile device 2 is configured to use the 
information from the ultrasonic transceiver pair 6, 8 to 
Supplement the information from the camera 4 in order to 
determine parameters including position, distance, speed, 
direction of motion etc. as well as the gesture being per 
formed by the users hand 10. The information from the 
ultrasonic transceiver pair 6, 8 may be sufficient to allow the 
accurate detection of a gesture performed by the user's hand 
10 despite part of the gesture not being detected by the camera 
4 directly. 
0093 FIG. 6 shows another view of the mobile device of 
FIG. 1 where a gesture made by a users hand is determined 
by the optical sensing arrangement. The device 2 has an 
optical field of view 12 and an ultrasonic field of view 14 as 
described above. 
0094. At an initial time the users hand is in a configuration 
(or hand pose) 10A in which the user's index finger is 
extended while the remaining fingers and thumb are unex 
tended. At this initial time, the hand pose 10A is detected by 
the camera (not shown) as the hand is within the optical field 
of view 12. 

0095. The user then moves their hand in the direction of 
the arrow 22. Some time later, the user's hand is still in the 
same pose 10B, but has now begun moving outside the optical 
field of view 12. 
0096. Later still, the hand pose 10C is now outside the 
optical field of view 12 but within the ultrasonic field of view 
14 and is therefore only detectable by the ultrasonic sensing 
arrangement. As information regarding the configuration of 
the users hand at earlier points in time 10A, 10B is already 
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known, the device 2 can detect the gesture being completed 
within the ultrasonic field of view 14, even though the ultra 
Sonic sensing arrangement cannot determine the hand pose 
itself. This, by way of example only, allows the detection of 
physically larger gestures than would be possible using the 
camera alone. Such as a wide circular motion of the hand to 
control the device's audio volume, providing the user with 
enhanced control. 
0097. In the example described above the hand pose forms 
a further criterion for the gesture to be recognised in addition 
to the sideways whole hand movement. In other embodiments 
the change of hand pose (e.g. the act of extending a finger or 
clenching a first) could comprise the detected movement of 
the hand or could comprise the further criterion. 
(0098 FIGS. 7A, 7B and 7C show an exemplary interface 
that indicates to a user whether their hand is within the field of 
view of the optical sensing arrangement in accordance with 
an exemplary embodiment of the present invention. 
(0099. Aborder 18 is displayed around the perimeter of the 
screen 16. With reference to FIG. 7A, at an initial time the 
users hand 10 positioned in front of the screen 16 is within 
the optical field of view 12. In order to indicate to the user that 
they are within range of the camera 4 and that their gestures 
are likely to be detected successfully, the border 18 is dis 
played using a thick line. 
0100. With reference to FIG. 7B, at a later time the user's 
hand 10 has left the optical field of view 12 but remains within 
the ultrasonic field of view 14. In order to indicate to the user 
that their gestures are not likely to be accurately detected, the 
border 18 fades, becoming a thinner line. 
0101. With reference to FIG.7C, once the user's hand 10 
has left both the optical field of view 12 and the ultrasonic 
field of view 14, the border 18 displayed on the screen 14 
continues to fade overtime until it reaches a default thickness 
or is no longer displayed. This indicates to the user that the 
device is not detecting any nearby hand movements. 
0102 FIG. 8 shows an exemplary interface that indicates 
from which direction a user should move their hand to enter 
the field of view of the optical sensing arrangement in accor 
dance with an exemplary embodiment of the present inven 
tion. 

(0103 As the users hand 10 is within the ultrasonic field of 
view 14, the device is able to determine from the TOF analysis 
that the user is moving their hand 10 from the rightmost edge 
(looking at the device) toward the centre of the device. A 
graphical element comprising an arrow 20 is displayed at the 
edge of a screen 16 of the device. The arrow 20 indicates the 
direction in which the users hand 10 should be moved in 
order to enter the optical field of view 12. This provides visual 
feedback to the user that their motion outside the optical field 
of view 12 has been detected but encourages them to execute 
the gesture in the optical field view so that it can be accurately 
interpreted. 
0104 FIGS. 9A and 9B shows an exemplary interface that 
indicates from which direction and height a users hand is 
approaching the field of view of the optical sensing arrange 
ment in accordance with an exemplary embodiment of the 
present invention. 
0105 Similar to the embodiment described above with 
reference to FIG. 8, the device can provide visual feedback to 
the user regarding which direction the users hand 10 is 
approaching from based on echoic signals received by the 
ultrasonic touchless system. In this particular embodiment, 
the arrow 20 displayed on the screen 16 can not only indicate 
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the direction from which the hand 10 approaches, but also its 
relative height in front of the device. 
01.06 With reference to FIG. 9A, the users hand 10 is 
approaching from the rightmost edge (looking at the device) 
toward the centre, and is positioned toward the lowermost 
edge (again, looking at the device). Accordingly, the arrow 20 
is displayed on the screen 16 toward the lower-rightmost 
corner to indicate to the user this is where their hand 10 has 
been detected. In contrast, with reference to FIG. 9B, the 
users hand 10 is approaching from the rightmost edge (look 
ing at the device) toward the centre, and is positioned toward 
the uppermost edge (again, looking at the device). In this 
instance, the arrow 20 is now displayed toward the upper 
rightmost corner. 
0107 FIG. 10 shows schematically a further embodiment 
in the form of a head mounted device with both optical and 
ultrasonic sensing arrangements that can track a users hands 
in 3D space. This arrangement can be used in applications 
where it is desirable to track the user's hands 110A, 110B 
whilst a user 100 is manipulating virtual objects or perform 
ing gestures. This may prove particularly challenging as the 
user 100 is likely to move their head around during the opera 
tion of the device 102. 

0108. A user 100 is wearing a head mounted device 102 
that comprises both a camera and an ultrasonic transceiver 
pair (not shown). Accordingly the head mounted device 102 
has an optical field of view 112 and an ultrasonic field of view 
114. In this particular figure, the 3D projection of the optical 
field of view 112 has been shown to illustrate the unidirec 
tionality of the camera and how it will move when the user 
100 moves their head. 

0109. In contrast, the ultrasonic field of view 114 is largely 
omnidirectional, providing a spherical Zone in which gestures 
may be detected. However, due to the placement of the trans 
ceiverpair, attenuation will cause the realistic ultrasonic field 
of view 114 to form a hemispherical Zone. 
0110. The head mounted device 102 is being used to detect 
the gestures made by the user's hands 110A, 110B. The user's 
right hand 110A is currently outside of the optical field of 
view 112 because the user 100 is not looking in the direction 
of that particular hand 110A. However, the user's right hand 
110A is within the ultrasonic field of view 114 and canthus be 
detected, at least to a crude extent. In accordance with the 
embodiments described above, the user 100 may be given 
feedback to let them know that their right hand 110A is 
currently outside of the optical field of view 112. 
0111. The user's left hand 110B is within the optical field 
of view 112. This allows forgestures made with the left hand 
110B to be tracked to a high degree of precision as has been 
described previously. 

1. An electronic device including a touchless user interface 
comprising: 

an optical sensing arrangement having a field of view 
extending in a divergent manner therefrom along an axis 
Such that a cross-sectional area of said field of view in a 
plane normal to said axis increases with distance from 
said optical sensing arrangement along said axis; 

a processing system arranged to process signals from said 
optical sensor arising from a first movement executed by 
a user's hand in said field of view, said processing mod 
ule detecting the first movement executed by the user's 
hand; 
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wherein the touchless user interface further comprises: 
at least one ultrasonic transmitter transmitting ultrasonic 

interrogation signals; and 
at least one ultrasonic receiver receiving reflections of said 

ultrasonic interrogation signals from said users hand; 
said processing system further being arranged to process 
signals from said ultrasonic receiver arising from a second 
movement executed by the user's hand outside said field of 
view, said processing system: 

detecting the second movement executed by the user's 
hand; 

carrying out a function of said device associated with one 
or both of said first and second movements. 

2. The device as claimed in claim 1, wherein a further 
criterion is applied before the function is carried out. 

3. The device as claimed in claim 2, wherein the further 
criterion comprises one or more of a configuration of the 
users hand; a size of the user's hand; or a handedness of the 
users hand. 

4. The device as claimed in claim 1, wherein the optical 
sensing arrangement is arranged to provide information to the 
processing system which is used to detect the second move 
ment. 

5. The device as claimed in claim 4, wherein said informa 
tion comprises one or more of a configuration of the user's 
hand; a speed or direction of the user's hand; a size of the 
users hand; or a handedness of the users hand. 

6. The device as claimed in claim 1, comprising only a 
single ultrasonic transceiver pair. 

7. The device as claimed in claim 1, arranged to assume that 
a direction of the users hand associated with the first move 
ment is the same as a direction of the users hand associated 
with the second movement. 

8. The device as claimed in claim 1, wherein said process 
ing system is arranged to alter an extent to which said pro 
cessing system processes said signals from said optical sensor 
based on detection of said second movement. 

9. The device as claimed in claim 1, arranged to provide an 
indication to a user that the second movement is outside said 
field of view. 

10. The device as claimed in claim 9, wherein the indica 
tion comprises information relating to a distance between the 
users hand and the field of view. 

11. The device as claimed in claim 1, wherein the process 
ing system is arranged to: 

determine whether said one or both of the first and second 
movements corresponds to one of a predetermined 
library of gestures; 

if said one or both of said first and second movements 
corresponds to one of said predetermined library of ges 
tures, select said one of the predetermined library of 
gestures as a matched gesture; and 

carry out a function of the device associated with the 
matched gesture. 

12. The device as claimed in claim 1, wherein the device is 
a head-mounted device. 

13. A method of determining inputs to a touchless user 
interface comprising: 

processing signals from an optical sensor that arise from a 
first movement executed by a user's hand in a field of 
view; 

detecting the first movement executed by the users hand; 
transmitting at least one ultrasonic interrogation signal; 

and 
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receiving at an ultrasonic receiver at least one reflection of 
said ultrasonic interrogation signals from said users 
hand; 

processing signals from said ultrasonic receiver arising 
from a second movement executed by the users hand 
outside said field of view: 

detecting the second movement executed by the user's 
hand; and 

carrying out a function associated with one or both of said first 
and second movements. 

14. A non-transitory computer readable medium compris 
ing instructions that when operated on a processor determine 
inputs to a touchless user interface, comprising: 

processing signals from an optical sensor that arise from a 
first movement executed by a user's hand in a field of 
view; 

detecting the first movement executed by the users hand; 
processing signals from an ultrasonic receiver correspond 

ing to at least one reflection of ultrasonic interrogation 
signals from said user's hand arising from a second 
movement executed by the users hand outside said field 
of view: 

detecting the second movement executed by the user's 
hand; and 

carrying out a function associated with one or both of said first 
and second movements. 

15. An electronic device including a touchless user inter 
face comprising: 

an optical sensing arrangement having a field of view 
extending in a divergent manner therefrom along an axis 
Such that a cross-sectional area of said field of view in a 
plane normal to said axis increases with distance from 
said optical sensing arrangement along said axis; 

a processing system arranged to process signals from said 
optical sensor arising from a movement executed by a 
users hand in said field of view, said processing module: 
detecting the movement executed by the users hand; 
carrying out a function of said device associated with the 

movement; 
wherein the touchless user interface further comprises: 

at least one ultrasonic transmitter transmitting ultrasonic 
interrogation signals; and 

at least one ultrasonic receiver receiving reflections of said 
ultrasonic interrogation signals from said user's hand 
outside said field of view: 

said processing system further being arranged to process 
signals from said ultrasonic receiver and provide a signal 
indicative of the user's hand being outside said field of view. 

16. The device as claimed in claim 15, arranged to provide 
an indication to the user that the users hand is outside the 
field of view. 
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17. The device as claimed in claim 16, wherein the indica 
tion comprises information relating to a distance between the 
users hand and the field of view. 

18. The device as claimed in claim 15, wherein the device 
is arranged to use the signal indicative of the user's hand 
being outside the field of view to alter an extent to which said 
processing system processes the signals from the optical sen 
SO. 

19. A method of determining inputs to a touchless user 
interface comprising: 

processing signals from an optical sensor that arise from a 
movement executed by a user's hand in a field of view: 

detecting the movement executed by the users hand; 
carrying out a function associated with the movement; 
transmitting ultrasonic interrogation signals; 
receiving at an ultrasonic receiver reflections of said ultra 

Sonic interrogation signals from said user's hand outside 
said field of view: 

processing the received reflections of said ultrasonic 
receiver and provide a signal indicative of the user's 
hand being outside said field of view. 

20. A non-transitory computer readable medium compris 
ing instructions that when operated on a processor determine 
inputs to a touchless user interface, comprising: 

processing signals from an optical sensor that arise from a 
movement executed by a user's hand in a field of view: 

detecting the movement executed by the users hand; 
carrying out a function associated with the movement; 
processing signals from an ultrasonic receiver correspond 

ing to received reflections of ultrasonic interrogation 
signals from said users hand outside said field of view: 
and 

providing a signal indicative of the users hand being out 
side said field of view. 

21. An electronic device including a touchless user inter 
face comprising: 

a first sensing arrangement having a sensitivity Zone; 
a processing system arranged to process signals from said 

first sensing arrangement arising from a movement 
executed by a user's hand in said sensitivity Zone, said 
processing module: 
detecting the movement executed by the users hand; 
carrying out a function of said device associated with the 

movement; 
wherein the touchless user interface further comprises a sec 
ond sensing arrangement; and said processing system further 
being arranged to process signals from said second sensing 
arrangement and provide a signal indicative of the user's hand 
being outside said sensitivity Zone. 
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